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	The field of computer network design and optimization is a natural candidate for modeling with simulation tools. Rather than spend thousands of dollars on equipment and manpower, only to find that the installed network does not meet required business needs, network designers can model their network with simulation software. This allows the designer to analyze the performance of the network and tinker with the configuration until a feasible and/or optimal solution becomes apparent, before any installation is done. This preliminary analysis saves the business time, effort and money.

	The report which follows gives an example of this process. I have taken a fictional small business case and attempted to design an efficient and optimal network structure, first by hypothesis and next by modeling two design scenarios with the Extendä simulation software. The results were analyzed and a “best-case” network design was determined. The purpose of this research was to gain a better understanding of computer networking principles, implementation and the decision-making process behind implementation. I believe the process which is detailed in the following report has allowed me to accomplish that goal.

The Business Case

	In designing a small business case, I wanted a business that would provide a good model, both because of it’s relative simplicity and expected future growth. This would allow me to model a network at differing stages of growth, helping to lend credibility to an extensible network design. The fictional business case I chose meets those needs.

	The business is named Acme, Inc. This business buys various gadgets and explosive devices from outside industries and then sells them to it’s clients at a profit. It is a five-year old company with a great potential for growth. In all, Acme, Inc. has 27 employees and a client base of 100. 

There are five business departments in Acme, Inc.: Accounting, Customer Service, Shipping & Receiving, Administration (Human Resources and the CEO) and Quality Control. Each of them have differing computer needs, described as follows:

Accounting   (5 employees)

Requires external access (Internet) and e-mail (internal and external); typical usage is expected to be moderate, around 10 messages per day going out (external) and 10 internal; about the same number will be received by members of the department from both sources.

Requires access to common desktop applications (MS Wordä, etc.). Expected use is heavy; access should be on a constant basis.

Requires periodic access to the corporate database(s) for inventory and pending orders.

2)  Shipping & Receiving   (7 employees)

Requires external access to shipping company databases (UPS, Federal Express, etc.) and internal e-mail. External access will be on a constant basis, whereas internal e-mail traffic is expected to be light (5-10 messages per day). 

Requires constant access to the corporate database(s) for inventory and pending orders.



Customer Service   (10 employees)

Requires external access (Internet) and e-mail (internal and external). Expected use of both services is to be considered the heaviest in the company.

Requires periodic access to common desktop applications (MS Wordä, etc.).

Requires constant access to the corporate database(s) for inventory, pending orders, and call tracking. The Customer Service department is the most computer-resource intensive department in the company.

Administration   (4 employees)

Requires external access (Internet) and e-mail (internal and external). Use of both should be light (5-10 messages per day).

Requires periodic access to common desktop applications (MS Wordä, etc.). 

5)  Quality Control   (1 employee)

Requires e-mail (internal and external). Traffic is expected to be light (5-10 messages per day).

Requires periodic access to common desktop applications (MS Wordä, etc.). The company is expected to hire at least 13 more people in the coming year, with potentially more based on growth. The five-year growth plan shows the following departments expanding at the following rates:

Department�Projected new employees per year��Accounting 		�1��Shipping & Receiving�3��Customer Service�6��Administration�1*��Quality Control�2��

*expected growth rate is less than one new employee per year.

The main focus of growth, both in manpower and computer usage, is expected to be in the Customer Service and Shipping & Receiving departments due to an expected growth in clientele. 

	Acme, Inc. is located in a small, two-floor office building. Using the following office schematic as our basis, we can set the following dimensions for our individual departments. The total area is 9000 ft2 for the first floor. The second floor is available for use by the company but is not currently needed (Note: The length measurements correspond to the 90’ side; width measurements to the 100’ side).

Customer Service: 60’ long at it’s longest point, 40’ wide at it’s widest point. Cubicles are 6’ x 6’ each. Adjacent cubicles are 2’ apart, and the rows are 5’ apart.

Accounting:  Effectively 40’ x 35’. The cubicles on the far side are 6’ x 6’ and adjacent cubicles are 3’ apart. The office is 10’ x 15’.

Quality Control: Effectively 35’ x 35’. The office is 10’ x 10’. The cubicles are 6’ x 6’ and are separated from each other by 3’.

Shipping And Receiving: Effectively 30’ x 50’. The Office is 16’ x 16’. The cubicles are 6’ x 6’ and are adjacent cubicles are separated by 2’ between each. A door to the outside warehouse/shipping dock (not shown) is on the back wall.

Administration: Effectively 25’ x 40’. The offices are 20’ x 10’. The cubicles are 6’ x 6’, separated from each other and the offices by approximately 2’.

NetCenter: This will be used to house servers, patch panels, etc., along with the identical room on the upper level. The Closet serves as a wiring center and may house hubs, etc. as needed. The NetCenter is 15‘ x 20‘ and the Closet is 10’ x 6’. They are separated by 35’.
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Our business also has budgetary concerns to consider. Although Acme, Inc. is a growing firm, it does not have a bottomless well of funds. Therefore, we will set our budgetary limit at $125,000 for all equipment. Note that this budget does not include:

Labor for installation, et al.

Cabling costs (a round figure will be suggested for cost per foot, but no total)

Software

The leased ISP Line (an educated estimate will be made for this)

The majority of the budget will likely be spent on workstations; this is the primary area where we must seek to reduce cost. The actual equipment budget should be substantively less; the leftover budget could then be shifted to the cost of the leased line and software.

 III. Design Methodology

My preliminary analysis led me to believe that this network is best suited to a mixed 10 Mbps Ethernet/100 Mbps Fast Ethernet (10Base-T/100Base-T) protocol. Equipment and design would be geared towards an eventual move to a full Fast Ethernet structure. This decision is largely based on the needs of the various departments, as well as the budgetary limits.

Ethernet, although a contention protocol, has a higher performance than Token Ring in environments that require small packets1, and is suitable for low-load conditions2. Looking at our business case, we can see that there is only one “power user”-like group (Customer Service), one “medium” use group (Shipping), and three other departments (Accounting, Quality Control and Administration) that have light needs and small expected growth. Combine these factors with the strong vendor support and comparatively cheap cost of Ethernet, and it seems the way to go. Token Ring is hurt by the smaller amount of vendor support and expensive cost. FDDI is simply too expensive and cumbersome, and ATM is not well suited to the type of traffic encountered in this business case.

Given the needs of our user base, I determined that five servers would be needed for this network. There will be one E-mail Server, one Database Server, one Applications Server, one server for regular backups of client data and one server that acts as a proxy server for Acme’s ISP connection. The segmentation of the various departmental needs across multiple servers allows each department the most efficient access to their primary data needs. 

In addition to the server needs, the network will also require at least 27 workstation nodes. We can expect that these PCs (along with the servers) will be relatively top-of-the-line Intel machines, with adequate storage, memory and connectivity for their assigned task. All workstation PCs will be uniform throughout the enterprise.

I decided that the following network design scenarios represent the best estimates given the user, budget and architectural definitions of the problem. No device locations are given, due to the fact that the limited size of the building does not pose any wiring limitations as defined by the IEEE 802.3 standards. For visualization purposes, we can assume that all hubs reside in the central Closet, and that all servers and switches reside in the NetCenter, as shown on the building schematic. We should also make the following assumptions:

All 10/100 Mbps Ethernet switches listed have automatic speed-sensing ports and enough uplink ports (or vendor-specific cabling capability) to support the scenarios.

All workstations are connected to their central wiring unit via 10/100 Mbps Network Interface Cards (NICs) with RJ-45 connections.

Setup #1: A 10/100 Base-T implementation

This scenario implements the network using a mixed 10Base-T and 100Base-T Ethernet topology.  The setup will use Category 5 Unshielded Twisted Pair (UTP) cable to allow a smooth upgrade to a full 100Base-T topology when the budget permits. The network is pictorially described in the diagram labeled Setup #1. We will segment the network into departmental groups with a central, circular backbone. 

The network backbone is connected in a ring-like fashion via two 12-port 10/100 Mbps switches and one 12-port 100 Mbps switch. Three servers (E-mail, Backup, and the Router/Proxy Servers) will be connected to the 100 Mbps switch. The Applications Server and the Database Server will each be connected to a 10/100 Mbps switch. The 100 Mbps switch provides a fast connection to the other two switches (via a vendor-specific connector cable or uplink ports). This will allow the Backup Server to do it’s job in the most efficient way for all servers and workstations. The circular nature of the backbone provides some measure of fault tolerance, allowing two disjoint paths between the main servers (Applications and Database) and the others. The Applications and Database Servers are connected to their own switches (at 100 Mbps) to provide quicker access to their respective primary users.

The rest of the network is segmented into departmental units. The Accounting, Administration and Quality Control departments each use a 12-port 10 Mbps hub as their segment wiring center. These hubs are a good choice for several reasons. They help keep costs down, since hubs are reasonably cheap these days, and the limited (in terms of data volume) traffic that is expected on these segments does not necessitate the use of a (more expensive) switch. These hubs are in turn connected to the backbone network at 10 Mbps via the Applications Server Switch; this connection provides these departments the quickest access to their primary server. 

The Shipping and Customer Service departments, in contrast, each use a 24-port 10 Mbps switch as their segment wiring center. This is a good choice for both because of the large amount of data that these segments deal with; the increased bandwidth and lack of contention that the switch provides is optimal for these segments. These switches are ��EMBED Visio.Drawing.5����connected to the backbone at 10 Mbps via the Database server switch; this connection provides these departments the quickest access to their primary server. Two printers are also present, one connected to the Applications Server switch and one to the Database Server switch. Print queuing is handled either by the printer or an intermediary print server.

This design allows the backbone (and it’s connection points) to grow with the company. The segmentation of the network and the backbone design provide a reasonable amount of fault tolerance for a company this size, and should provide adequate bandwidth for the users.

Setup #2: A 10/100 Base-T implementation

This scenario, as in Setup #1, implements the network using a mix of 10Base-T and 100Base-T Ethernet topology.  The setup will use Category 5 UTP cable to allow a smooth upgrade to a full 100Base-T topology when the budget permits. The network is pictorially described in the diagram labeled Setup #2. The main difference with the first design is the lack of a circular backbone. The network will be segmented into departmental groups. 

The network backbone is connected in a linear fashion via two 12-port 10/100 Mbps switches. Three servers (the E-mail, Backup, and the Applications Servers) will be connected to one switch at 100 Mbps. The Router/Proxy Server and the Database Server will be connected to the other switch, again at 100 Mbps. A 100 Mbps connection will be formed between the two switches via the use of uplink ports or vendor-specific cabling. This provides quick access between the two backbone segments, allowing for speedy backups and speedy traffic between the segments. Each segment provides quick access to the primary resources of it’s users. The lack of a third switch helps reduce cost and should increase throughput by eliminating a intermediary stop for packets traveling through the backbone. 

The rest of the network is segmented into departmental units, as in the previous design. The Accounting, Administration and Quality Control departments will each use a 12-port 10 Mbps hub as their segment wiring center. These hubs are in turn connected to the backbone network at 10 Mbps via the Applications/E-mail/Backup Server Switch; this connection provides these departments the quickest access to their primary server (Applications) and to common resources. 

The Shipping and Customer Service departments will each use a 24-port 10 Mbps switch as their segment wiring center. These switches are connected to the backbone at 10 Mbps via the Database/Router Server Switch; this connection provides these departments the quickest access to their primary servers. Two printers are also present, one connected to the each backbone switch. Print queuing is handled either by the printer or an intermediary print server.

This design holds costs down while providing quick, efficient access to all points of the network. The segmentation of the network and the backbone design provide a reasonable amount of fault tolerance, though perhaps not as much as the Setup #1. This is a lower-cost, simple solution which provides room for the network to grow.

	Using these scenarios as our basis, the next step was to create Extendä models to simulate their behavior and determine the appropriate choice.
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	I decided to attack the building of the model as a series of hierarchical stages. Each model needed to be built from the ground up, starting with the particular network devices. Simplifying assumptions would be used to keep the scope of work manageable. Afterwards, these pieces would be joined to create a simulation of each design scenario. A definition of the device blocks follows.

Network Packets

Each model transaction will henceforth be referred to as a packet. Each packet will have the following attributes:

OrigSource (the Node where the packet originated)

OrigDestination (the Server where the packet was originally destined)

Source (the last sender of the packet)

Destination (the destination Node of the current path)

PacketType (the type of packet, i.e. database request, et al.)

SendTime (the time the packet was first sent)

ReceiveTime (the response time of the packet, if applicable)

DidCollide (flag indicating the packet should be treated as gibberish due to a collision)

Each packet passes through any number of network stations, each of which will have a unique numeric identifier. As a rule, network Nodes will have IDs 0-99, Switch blocks will have IDs 100-199, and Server blocks will have IDs 200-299. Hub blocks will not have an ID, due to the fact that they do no routing. Packets will travel through the network over simulated UTP cable. No transmission speed delays will be present on outward lines, due to the relatively short distances between the stations; however, the transmission speed of the switch ports will factor into Switch block latency and filtering rate delays. All delays, and the simulation itself, will use seconds for the time units. A LINE-BUSY flag will be used to signal each individual station that it’s attached connection is “quiet”.

Ethernet Node (Workstation)

This object generates network packets that are passed on to the different Server blocks in the network. It also receives packets and measures the response time of each request, when applicable. Each Node block will have five connectors: input and output (for connection to the Hub or Switch blocks), packet generation input, packet type input, and a LINE-BUSY connector. (Note: a sixth connector, for LINE-BUSY output, is present but will not be used. It is included for completeness only).

	A packet generator will be attached to each Node via the packet generation input connector. This generator will generate packets according to a Poisson distribution. Once generated, the packets enter the Node and all packet attributes are initialized. Source and OrigSource are initially set to the ID of the Node; PacketType is set according to a random number generator (Empirical distribution) with frequencies tailored to each segment; OrigDestination and Destination are originally set to the intended destination of the packet, based on packet type; DidCollide is initially set to zero; and SendTime is set to the current simulation time counter value. These attributes will be used both for statistical results and for routing in the rest of the network. Note that the PacketType random number generator will be connected to the block’s packet type input connector. The packets will then flow into the Node’s output queue, followed by a small delay to simulate Node latency. 

Before sending the packets out to the rest of the network, the Node will determine if the line is busy, i.e. if someone is transmitting. This will be accomplished via checking the value of the LINE-BUSY input connector. If the accumulated value at this connector is one, then it is safe to send. The packet will then exit the Node block through the output connector.

The input connector will receive packets from the rest of the network. It will buffer them in a queue, from which they will enter a delay block which simulates Node latency. Next, the DidCollide attribute is checked. If it is non-zero, the packet should be considered gibberish.  The Node will then need to check if it needs to re-send this packet. The Node does this by checking the Source attribute to see if it originally sent the packet. If the ID in that attribute matches the Node ID, the Node needs to re-send the packet. The Node then clears the DidCollide attribute, waits for a random amount of time and places the transaction back into the output buffer. If the packet did not originate with this Node, it exits the simulation quietly. 

If the DidCollide attribute is zero, the Node needs to check the Destination attribute to see if the packet is intended for this Node. If the ID is a match, the packet was intended for this Node. We then check the OrigSource attribute to see if this Node was the originator of the request. If not, the packet exits the Node quietly. If this Node was the originator, the ReceiveTime attribute value is calculated and set, and the packet is sent to the exit block. The response time (ReceiveTime - SendTime) is calculated and plotted.



Ethernet Hub (10 Mbps)

A Hub block is simply a repeater, sending all packets received to all attached output connections. Packets are received via an input connector and immediately enter a buffer queue. When the queue is not empty, the LINE-BUSY flag is set to zero; the Hub and it’s attached Nodes form a single collision domain3. The packets exit the queue and enter a delay block (to simulate “start-of-packet propagation delay”, the time between when the Hub receives the signal and the time it repeats it) 4. Once that block is complete, the packet moves to the output line. 

At this stage, if the LINE-BUSY flag is zero, the Hub knows that a simulated collision has occurred. This is in line with the fact that 10Base-T Hubs detect collisions when there is simultaneous activity on both the receiver and transmitter lines5. It sets the DidCollide attribute of the packet to non-zero to signal a gibberish packet. Regardless of whether or not there was a collision, the packet is then duplicated and transmitted on all ports.

Ethernet Switch (10 Mbps)

A Switch block receives packets through it’s input connector and immediately places them into an input buffer queue. From there, the DidCollide attribute is checked. If it is non-zero, the packet is considered to be gibberish due to a collision. If the Source attribute indicates that the Switch is the last sender of the packet, it clears the DidCollide attribute, waits for a random delay, and sends the item along the output path; if the Switch was not the last sender, the packet exits the model gracefully. From there, the incoming packet has a temporary 100Mbps attribute set to either zero or non-zero, based on the value of the Destination attribute - if the packet will be routed across a simulated Fast Ethernet connection, the attribute value will be zero.

Next, the 100Mbps attribute is checked, and the packet moves on to two delay blocks (simulating Switch latency and filtering rate) with settings for either 10 Mbps or 100 Mbps connections, whichever is appropriate. The packets exit the delay blocks and are combined into a single stream. The Source attribute is then set to the Switch ID, and finally the packet enters the output buffer queue. At that time, the packet is transmitted out of the Switch. An Extendä Throw block connected to the output port will route the packet to the appropriate destination.

Ethernet Server

This block is the server-side of our network. Packets are received through the input connector, where they enter an input buffer. After it leaves the buffer, the DidCollide attribute is checked; if it is non-zero, the packet is considered gibberish due to a collision. In this case, the packet’s Source attribute value is compared against the Server ID. If it is a match, the DidCollide attribute is cleared, and the Server waits a random delay before placing the packet back into the output path. If the Source attribute value is not this Server ID, the packet exits the simulation gracefully.

The packets in the output path then have the Source attribute set to the current Server ID and the Destination attribute is set to the value of OrigSource. This ensures that the packets will be routed appropriately on the return trip. Both the non-collision packets and the “reformed” collision packets are then placed into another buffer. From there, the packets enter a delay block which simulates the hard-drive latency and seek time of the Server response. The packets move past the delay and into a buffer, where they exit out of the Server block only if the LINE-BUSY connector for the Server has an accumulated non-zero value. (Note: a fourth connector, for LINE-BUSY output, is present but will not be used. It is included for completeness only).

Delays

As noted, there will be several delay blocks present in our model. These blocks are meant to represent the delays inherent in each particular network device, on a simplified basis. Raw data for the delays can be found in Appendix A.

Node block latency

We will use an average of common PC Hard Drive latencies and seek times for our Node block latency. Using a small sampling of several different vendors (Seagate, Western Digital and Maxtor), the average of the (average seek + average latency) sum was 15.17 ms, which will be our Node block latency value.

Server block latency

This delay time was calculated in much the same way as Node block latency, except that bigger hard drives (an average capacity of 9.1 GB vs. 4.27 GB for Node blocks) and higher-end models were used. Using the same formula as for Node blocks, the Server block latency was determined to be 10.39 ms.

Switch block latency

Four different models were used to determine this delay, two from NetGear and two from CentreCom. Since Switch latency is not 10 Mbps- or 100 Mbps-dependent, a mix of models was used. The average of the Switch latencies was 0.065 ms (65 ms), the value we will use for the Switch block latency.



Switch block filtering delay

The same four different models were used to determine this delay as were used to determine Switch block latency. Unlike Switch block latency, however, filtering delay is 10 Mbps- or 100 Mbps-dependent, so two values will be used. The average of the 10 Mbps filtering delays was 0.0675 ms (67.5 ms per packet), the value for the Switch block filtering delay of packets traveling on 10 Mbps connections. For packets traveling on 100 Mbps connections, we will use the average of the 100 Mbps filtering delay, which is 0.00675 ms (6.75 ms per packet). The speed of the packets is determined by the route the packet is taking out of the Switch.

Hub block SOP delay

The Hub block’s SOP (“start-of-packet propagation”) delay was determined by taking the average of the UTP-to-UTP SOP delays for CentreCom SL and TR model Ethernet Hubs. The average (and our Hub block SOP delay value) was found to be 0.001400 ms (1400 ns).

Collision “Random Wait” Delay

This delay simulates the “random delay” that a Node takes before retransmitting a collided packet. The random delay is calculated by a random number generated from an Exponential distribution, with a mean of ½ the normal block latency (either Node block latency, Switch block latency or Server block latency, whichever is appropriate). 

Building the Departmental Segments

Using the previous design, I built these network device blocks using Extendä. The blocks were built in hierarchical fashion, starting from the smaller components and assembling larger blocks. I collected these blocks into an Extendä library which I called Acme.lix. Once the devices in Acme.lix were built, it was time to build the different departmental segments based on the two design scenarios. One block (Hub Segment) was also saved to Acme.lix, but another (Switch Segment) could not be saved due to limitations in the software (attributable to the size and complexity of the block).

Hub Segment

The hierarchical Hub Segment block was constructed for the departments which use a Hub as their central wiring unit.  It is comprised of six Node blocks, a single Hub block and all the necessary connections between the devices, including packet generators, packet type inputs and LINE-BUSY connections. The number of Nodes (six) was chosen because it accommodates the maximum number needed for the Accounting, Administration and Quality Control departments, both in the current state and for the projected growth in the coming year, as outlined by the user group definition. The resultant block has only two connectors, one each for input and output of packets. Named connections were used to connect the Node blocks to the Hub block.

Switch Segment

The Switch Segment block was constructed for the Customer Service and Shipping & Receiving departments, each of whom use a 10 Mbps Switch as their central wiring unit. This hierarchical block was constructed in a similar manner to the Hub Segment block. A total of 20 Node blocks were used in this segment, along with a single Switch block. 

As before, this number of Nodes allows us to model both the current state and the “one year later” state for both departments. All the necessary connections between the devices, including packet generators, packet type inputs and LINE-BUSY connections (permanently set to a constant “OK to send” value) were added. Extendä Catch and Throw blocks were used to connect the Switch block to the Node blocks. The block has two external connectors, one each for packet input and output.

Building the Models

Once the template blocks and segments were constructed, It was time to build the models themselves. I decided to model each scenario for three two-hour time periods, where traffic will be considered “peak” for a normal business day. Note that this traffic pattern does not model “light” traffic time because we wish to see the effectiveness of the designs under typical-volume business conditions, as specified by the user group definition. The two-hour time limit was determined to be the most useful, given the limitations of the software and the host machine. The two-hour duration also provides enough time for Node response times to reach a steady state, as we will see later.

For the scenario which came out the winner of the “initial case” simulation, an additional “one year later” scenario would be attempted, showing increased number of Nodes based on expected departmental growth. This will help show the growth potential of that scenario. Problems or bottlenecks, both potential and real, would be noted and analyzed. Possible solutions will be suggested. Finally, the best scenario will be picked and deemed appropriate for the business. 

Once the Hub Segment and the Switch Segment were built, the departmental instances of each needed to be customized for use in the models. The first area of customization that needed to be tackled was the block identifiers. Using the aforementioned numeric ranges, each Node block in each departmental segment was given a unique integer identifier. They were assigned as follows:

Department�Node Identifiers��Accounting�1..6��Administration�10..15��Quality Control�20..25��Customer Service�30..49��Shipping & Receiving�60..79�����Next, each packet generator block attached to each Node block was given a mean commensurate with the expected traffic of the particular segment (recall that packets are generated according to a Poisson distribution). No two means in any one segment were to have the same packet generation mean, so each segment was given a range of values to assign. Each packet generator was given a unique value in this range, based on 0.01 increments (i.e. 1.0, 1.01, 1.02, …). The ranges for each department are as follows:

Department�Poisson Mean�Range of Means��Accounting�4.0�3.98..4.03��Administration�8.0�7.98..8.03��Quality Control�8.0�7.98..8.03��Customer Service�2.0�1.90..2.09��Shipping & Receiving�3.0�2.90..3.09��

These ranges give a good distribution for the different departments, while at the same time adhering to the traffic proportions outlined in the user group definition. It also helps to speed up the simulation and allow it to run in a reasonable amount of time. 

For those Node blocks not “active” in any one simulation, the connection between the Node block’s packet generator and the Node block was removed. This ensures that no packets are created by that generator. Consequently, the Node block does not send out any packets and will not receive any from the outside world. In Hub Segments, the Hub block connection to the disconnected Node block was also severed, so no packets will be repeated to those Node blocks by the Hub block.

	Each segment also required a packet type frequency specific to the departmental needs. Using the user group definition, a set of frequencies was determined. These frequencies adhere to the entire segment, not just to one particular Node in the segment, since each segment has a single random-number generator which assigns packet types. In our model, the packet type also determines the destination of the packet; for instance, a database request-type packet signals the model to forward the packet to the Database Server. The frequencies were assigned to each department as follows:

Department�Database�Router/Proxy�Applications�E-mail��Accounting�20%�5%�65%�10%��Administration�-�5%�50%�45%��Quality Control�-�5%�50%�45%��Customer Service�50%�10%�10%�30%��Shipping & Receiving�45%�45%�-�10%��

	Each departmental segment also required some customization for routing with the world outside. A Catch block was attached to the input connector of each Segment, Server and non-segment Switch block (which connect Segment blocks to Server blocks and other Switch blocks). This Catch block “catches” packets bound for the particular simulated device. Similarly, a Throw block was attached to the output connector of each  Server, Segment, and non-segment Switch block. For non-segment Switch blocks, this block would “throw” outgoing packets to another block based on the Destination attribute of the outgoing packet; this needed to be customized for each of the design scenarios. For Segment and Server blocks, this Throw block would only throw to one other block (the attached Switch) so no special lookup table was needed, although the specified recipient needed to be customized based on the scenario.

	Switch blocks inside Segment blocks and non-segment Switch blocks also required some special customization. Internal to the Switch block, an X-Y data table needed to be populated. This table uses the value of a packet’s Destination attribute to determine the outgoing port speed (either 10 Mbps or 100 Mbps) so it can delay the packet for the appropriate amount of time. Switches were also assigned unique identifiers in each model, according to the following table:

Switch �Setup #�ID��Customer Service Segment�Both�100��Shipping & Receiving Segment�Both�101��Connects the Switch segments�Both�102��Connects the Hub Segments�Both�103��E-mail, Backup, Router Switch�1�104��

Likewise, Server blocks required a unique integer identifier. This identifier is used as the PacketType and Destination attribute value assigned to each packet bound for that particular server. The Server identifiers are as follows:

Server�ID��E-mail�200��Applications�201��Router/Proxy�202��Database�203��Backup�204��

It is important to note that the Backup Server receives no packets. It is included in the simulation model for completeness. 

	With the model design and construction complete, it was time to run the simulation and analyze the results.





Results and Analysis : The Initial Case

	I decided the best way to capture important results data was to use Extendä’s built-in report generator. This generator produces a text file report listing all the important results values for every applicable block in the model, including points data for all plotter blocks. After the models were run, I would port only the important information into Microsoft Excelä for summarization and analysis.

The information I considered important fell into five core areas: Hub congestion, Node congestion and collisions, Switch congestion, Node packet response times, and Server congestion. This information was gathered from the reports for each run and averaged for each scenario. Nodes were a special case, however. Rather than keep track of individual Node blocks, I decided to keep track of one Node block in each of the five departmental segments. Since the Node blocks in each department are pretty much uniform, looking at one should give a clear picture of the behavior of the segment.

Congestion was measured from the queues which preceded the last device-specific delay block in each important device. For instance, Switch congestion was measured as the average queue length and average wait time for packets passing through the queue which precedes the Switch latency/filtering rate pair of delay blocks inside each Switch block. Checking these parameters gives a good picture of the time a packet takes to move through the block. Hub collisions were measured as the number of arrivals into the “Collision buffer” queue inside each Hub block. The total packet count for each important block was retrieved from the arrival count of the input buffer queue in each block, except for Node blocks. The total packet count for Node blocks was determined from the arrival count of the exit buffer queue; i.e. it counts the number of packets leaving the Node, either as generated packets or as re-transmissions of packets which collided when they were previously sent by that Node block. 

	As planned, I initially ran two models, one each corresponding to the current or “initial” business case for Setup #1 and Setup #2. The models ran in batch mode (one two-hour simulation after another, three times each) and produced the text reports, which I broke up into individual run reports for easier processing. Those simulations produced the following results, ordered by the core areas mentioned previously. 

The analysis which follows uses the spreadsheet summaries of the numerical results which appear in Appendix B. It would also be a good time for the reader to reacquaint himself or herself with the design scenarios mentioned under Part II, “Design Methodology,” as extensive references are made to these network designs.

Hub Congestion, Node Congestion and Collisions

	Given the fact that the departments modeled as Hub Segments were identical between the two scenarios, it came as no surprise that the behavior for the three departments (Accounting, Administration and Quality Control) was virtually the same between all the runs of each scenario. Average Hub exit delay times were small (less than 1 ms in all cases).

No segment had more than 4.61% of it’s packets collide in any one run, and it is interesting to note that the Quality Control Hub Segment had 0 packets collide (although it did have only one active Node). This lends credence to the previous assertion that a Hub would be preferable for these departments over a Switch, due to the light traffic generated by these departments and for the economic benefits.

Congestion for Node blocks attempting to transmit packets was surprisingly dissimilar between the scenarios, although overall the dissimilarities were negligible. Our selected Node in the Accounting Hub Segment (Node ID = 3) fared better in Setup #2, experiencing less congestion, both in terms of average queue length and wait time (about 10 ms less than in Setup #1). The selected Node in the Quality Control Hub Segment (Node ID = 20) also fared better in Setup #2, mainly due to an anomaly in the congestion results for Run #2, Setup #1; this set of results was the only one for the Quality Control Node to have non-zero average queue lengths and wait times between all the runs. The Administration Node (Node ID = 11) seemed to do better in Setup #1, with an average congestion of 0.0 in both congestion aspects. Packet generation totals for the individual departments were virtually identical across both models, as expected.

Server Congestion

Server block congestion was pretty similar across the two different models. This was expected because the models, as designed, are unaffected by collisions (i.e. they are all attached to full-duplex switches in both scenarios, so no packets will require re-transmission) and because packet type frequencies are identical in both scenarios. All differences were negligible. The Applications Server had the best average queue length and wait time in both scenarios.

Switch Congestion

	Let’s start our look at Switch block congestion by taking a look at the Switch Segments for Customer Service and Shipping & Receiving. Similar to the Hub Segments, these segments had no topology changes between the two different design scenarios so average congestion and wait times were virtually identical between Setup #1 and Setup #2. Any differences are negligible and can be considered inconsequential. In both scenarios, the Shipping Switch proved to be the least congested of the two Switch Segments, both in average wait time and queue length. In fact, the Customer Service Switch average wait time was twice as long the Shipping Switch; however, the Customer Service Switch handled greater than twice the average amount of packets as the Shipping Switch.

	The backbone Switch blocks are where the bulk of the differences between the two models are found. Recall that the main difference between Setup #1 and Setup #2 is that Setup #1 has three backbone Switch blocks, whereas Setup #2 has only two. It is this third Switch block which plays a pivotal role in the results. This Switch block, which connects the Router/Proxy, E-mail and Backup Server blocks to the other two backbone Switch blocks in a circular fashion, will furthermore be referred to as the RBE Switch.

	The simulation results show that the RBE Switch in Setup #1 handles, on average, almost 56,000 packets per run. Interestingly enough, it is also the least-congested Switch block (in terms of average wait time, about 0.4 ms per packet) in Setup #1. Why? It is most likely due to the fact that it is the only Switch in the design to have only 100 Mbps connections. There are no 10 Mbps connections to this Switch block. Overall, this is a very efficient Switch block. This presents both good and bad effects for this scenario, as we will soon see.

	We can equate the Applications Server Switch in Setup #1 with the Applications/E-mail/Backup Server Switch in Setup #2, as they serve the same purpose: connecting the three Hub Segments to the backbone. Looking at the average results for the two scenarios, we see that Setup #2 is clearly more efficient for packets traveling at 10 Mbps, with an average Switch block wait time of 0.433 ms as opposed to 1.0 ms for Setup #1. The average queue length was also significantly smaller, 7.67E-07 to 2.00E-6.

The differences between the scenarios is due in large part to the effects of the RBE Switch in Setup #1. The differences in topology between the two scenarios shows that packets sent from the Hub Segments bound for the Router/Proxy Server must eventually travel through the RBE Switch in Setup #1 (via the Applications Server Switch) and through the Database/Router Switch in Setup #2 (via the Applications/E-mail/Backup Server Switch). The RBE Switch is only lightly congested and has a quicker packet transit time, which causes responses from the Router/Proxy Server to pass back through the Applications Server Switch more quickly than it would return from the Database/Router Switch through the Applications/E-mail/Backup Server Switch in Setup #2. This quick response adds to the congestion of 10 Mbps packets waiting to exit the Applications Server Switch and return to their original sending Nodes, thus increasing the averages for wait time and queue length. In this sense, the RBE Switch is a detriment to Setup #1.

The Applications/E-mail/Backup Server Switch in Setup #2 also bested the Applications Server Switch in Setup #1 for 100 Mbps packets, with an average wait time difference of 20 ms. This is potentially misleading, however, because the Applications Server Switch handles an average of less than half the number of 100 Mbps packets than the Applications/E-mail/Backup Server Switch (20,974 vs. 46,557). The reason for the difference in packet counts is again due to the RBE Switch. Packets that travel from the Shipping and Customer Service Switch Segments to the E-mail Server do so in Setup #1 via the RBE Switch; in Setup #2, they do so via the Applications/E-mail/Backup Server Switch, significantly increasing the number of packets traveling through that Switch at 100 Mbps. So in this sense, the RBE Switch is a benefit to Setup #1, reducing the amount of traffic flowing through the Applications Server Switch (when compared to the Applications/E-mail/Backup Server Switch of Setup #2). The circular design of the Setup #1 backbone allows the traffic to be distributed efficiently between the backbone Switches.

We can also equate the Database Server Switch of Setup #1 with the Database/Router Server Switch of Setup #2. They perform the same function, connecting the Customer Service and Shipping Switch Segments to the backbone. The effects of the RBE Switch are felt here as well. Setup #2 provides a shorter average wait time for packets traveling out of the Switch at 10 Mbps (about 2 ms less time), for a similar reason as we saw with the Applications Server Switch. Packets emanating from the two Switch Segments bound for the E-mail Server must eventually travel through the RBE Switch in Setup #1, and through the Applications/E-mail/Backup Server Switch in Setup #2. The Applications/E-mail/Backup Server Switch is more congested (in terms of traffic volume) than the RBE Switch, and the quick response time of packets from the RBE Switch means that those packets will travel back into the Database Server Switch quicker than similar packets would travel back into the Database/Router Server Switch of Setup #2, causing increased congestion. The average number of 10 Mbps packets is nearly identical for both Setup #1 and Setup #2 (54,270 and 54,275, respectively), as expected.

For 100 Mbps packets, the Database Server Switch of Setup #1 fares slightly better than the Database/Router Server Switch of Setup #2. Although the average wait time is the same for both (80 ms) the Database Server Switch has a slightly shorter average queue length (6.80E-04 vs. 7.00E-04). An average of 1366 less 100 Mbps packets travel through the Database Server Switch of Setup #1 than the Database/Router Server Switch of Setup #2 (57,917 vs. 59,283). This is because all packets sent to the Router/Proxy Server from the Hub Segments must go through the Database/Router Server Switch in Setup #2, whereas they go through the RBE Switch in Setup #1. 

Node Packet Response Times

	The Node packet response times help show the real differences in the two scenarios. The presence of the RBE Switch in Setup #1, the main difference between that scenario and Setup #2, appears to have had a positive impact for the average packet response times despite having a mostly negative impact for Switch block congestion averages.

	First, let’s take a look at the Hub Segments. The response times were, on average, about 0.6 ms quicker for the Accounting Node in Setup #1 than for it’s twin in Setup #2 (76.9 ms vs. 77.5 ms). This is likely caused by two factors. First, 65% of Accounting Hub Segment-generated packets go to the closest connected server (Applications, via the Applications Server Switch) and this Switch block is less congested in Setup #1 than the analogous Switch block in Setup #2 (the Applications/E-mail/Backup Server Switch) in terms of 100 Mbps packets; second, the 5% which go to the Router/Proxy Server travel through the RBE Switch, as opposed to the more congested Database/Router Server Switch in Setup #2. 

The existence of the extra “hop” in the path from the Hub Segments to the E-mail Server in Setup #1 appears to have had a positive effect on this segment. Whereas the E-mail Server is directly connected to the Applications/E-mail/Backup Server Switch in Setup #2,  E-mail Server-bound packets from the Hub Segments must pass through the Applications Server Switch and the RBE Switch in Setup #1. E-mail Server-bound packets account for 10% of the Accounting Hub Segment packets. Overall, we can say the RBE Switch has a positive impact for this segment, providing for quicker Node block response times via a more efficient path to the desired Server blocks.

	The Administration Node had a slightly different result. Setup #2 proved to be the better scenario for this segment, providing slightly better response times (about 0.4 ms). The difference here is unexpected, given the packet type frequencies of the segment (50% Applications Server, 45% E-mail Server, and 5% Router/Proxy Server). It is possible that the high frequency of E-mail Server traffic generated by the Administration Hub Segment (45%) has had a negative effect here for Setup #1, due to the extra “hop” in the path to the E-mail Server. It is also important to note that this segment generates less than ½ the number of packets than it’s counterpart in the Accounting Hub Segment. 

The Quality Control Node gave similar results. On average, response times for Setup #2 were better than those for Setup #1, but only by 0.1 ms (48.6 ms vs. 48.7 ms). This segment shares the same packet type frequencies as the Administration Hub Segment, but has an almost negligible average response time difference between the scenarios. In fact, if we look at the individual average response times for each run, we see that the average differed by 0.1 ms on each run. If we go further and look at a graph of response times for Run #3 of both scenarios (Appendix B), we see that the response times had only a minor number of  random “spikes”, i.e. the response times exhibited a steady state. 

It is important to remember that the Quality Control Hub Segment produces far less packets than the Administration Hub Segment, with an average difference of 5450 packets for both scenarios. This traffic difference exists because there is only a single Node transmitting in the Quality Control Hub Segment, whereas there are four in the Administration Hub Segment. It is plausible that the limited number of packets does not give a good basis for comparison of results between the two segments. In short, I believe it is safe to assume that the “victory” of Setup #2 is questionable due to the aforementioned factors.

We can gather from the Node packet response time results of the three Hub Segments that the segments with high frequencies of E-mail traffic and relatively high packet totals may fare better in Setup #2. It is my hypothesis that the extra “hop” in the path for E-mail Server-bound packets, introduced in Setup #1, has a negative effect for Hub Segments, but that this negative effect is seen only as both the E-mail Server packet frequency and the packet generation totals of the segment increase. However, given the packet type frequencies and packet totals of our Acme, Inc. segments, we can conclude that this negative effect is minimal in this case.

If we turn our attention to the Switch Segments, we see a somewhat different pattern. The Customer Service Switch Segment, the busiest of the five departmental segments, shows no difference in average packet response times between the two scenarios (61.9 ms for each). If we compare the individual run results, we see that Setup #1 has better response times for Run #2 and Run #3 (0.7 ms and 0.4 ms, respectively), but Setup #2 has the better average response time for Run #1 (0.9 ms better). It is this first run which slants the results into a tie. 

If we take a look at the graphs for Run #1 (Appendix B) they appear reasonably similar, although the graph for Setup #1 has higher peaks where “spikes” occur, with two responses over 140 ms (Setup #2 has none at that level). Both graphs show a steady state was achieved, but it is these “spikes” which are the likely culprits of the average response time difference. The distribution for Setup #1 tends to rise at towards the very end of the two hour simulation, whereas Setup #2 experiences it’s last major rise between 5000 and 6000 seconds and slopes downward from there. The difference in number of responses (about 1.4% more responses for Setup #1) was negligible. 

Overall, the results indicate there is no major difference for this segment based on the two scenarios. This is a firm indication that the differences in backbone topology between the two scenarios do not effect this segment. It also leads us to believe that the 20 ms shortfall (in average wait time for 100 Mbps packets) of the Applications Server Switch in Setup #1, when compared to the Applications/E-mail/Backup Server Switch of Setup #2, has no negative effect on response times since 10% of the Customer Service Switch Segment packets are bound for the Applications Server. 

It is also apparent that the difference in Router/Proxy Server connection (the RBE Switch in Setup #1, the Database/Router Switch in Setup #2) is not a factor for this segment. The extra “hop” in Setup #1 for the Router/Proxy Server-bound packets generated by this segment is not a detriment to response times. No conclusion can be made about the 30% of traffic bound for the E-mail Server; the topological differences seem to have had no real effect. Overall, it seems the aforementioned alleged benefits of the Setup #1 topology (relief of packet volume from the other two backbone switches by the RBE Switch, along with it’s quick response times for E-mail and Router/Proxy Server packets) do not have a negative nor positive effect on this segment.

The Shipping Switch Segment showed a clear difference between the two scenarios. Setup #1 had the better average response times, 45.2 ms vs. 47.1 ms. The Shipping segment benefits from the Server block separation provided by the RBE Switch. 55% of the packets generated by this segment are bound for the RBE Switch in Setup #1 (10% for the E-mail Server, 45% for the Router/Proxy Server) and significant response time improvement is shown over Setup #2. This is further evidence that the existence of an extra “hop” for Router/Proxy Server-bound packets in Setup #1, as opposed to Setup #2, does not have a negative effect for the Switch Segments and is, in fact, beneficial.

What can we then say about the response time results? It is apparent that the warning sign indicated by the 20 ms difference in average wait times for the Applications Server Switch of Setup #1 and the Applications/E-mail/Backup Server Switch of Setup #2 is not a factor in the response time results. The two segments potentially most affected by this, Accounting, with 20% of packets going to the Database Server, and Customer Service, with 10% of packets bound for the Applications Server, saw improved response times in Setup #1 or no difference at all between the scenarios, respectively. The RBE Switch in Setup #1 appears to be a benefit, especially for the Accounting Hub Segment and the Shipping Switch Segment. Setup #2 may be a better choice for Hub Segments which combine high frequencies of E-mail traffic and high packet totals.

Summary and Decision

	The choice between the two scenarios has proven to be a tough one. Each scenario has benefits over the other. Some of our core areas of observation have told us nothing about which scenario is better. Server congestion was virtually identical between the models, as were the Hub congestion and collision results. Therefore we need to focus on two important areas: Switch congestion and Node packet response times. These are the factors which will help us make our decision.

Setup #1 has the benefits of greater network segmentation, which will benefit the company most as the network expands over time. This is shown in the small number of 100 Mbps packets which travel through the Applications Server Switch and the smaller number of packets traveling through the Database Server Switch, when both are compared to their Setup #2 counterparts (the Applications/E-mail/Backup Server Switch and the Database/Router Server Switch, respectively). I believe this shifting of processing to the faster RBE Switch is a major factor in the shorter average Node packet response times experienced by at least two segments. The greatest indication of this benefit was shown in the Shipping Switch Segment, which is the second-busiest segment in the group (in terms of packet generation). The benefit for this segment (1.9 ms quicker average response time) is a positive sign given the limited scope of the current network.

On the negative side, Setup #1 experienced higher congestion levels at the non-segment Switches, as measured by average queue length and wait times. This is accounted for by the added efficiency of the RBE Switch and the differing routing patterns between Setup #1 and Setup #2.

Setup #2 was not without it’s victories. This segment had consistently lower Switch block congestion (average queue length and wait time) while dividing the traffic between only two backbone Switch blocks. This higher number of packets likely contributed to the better averages for congestion results. Node packet response times were superior in the Administration and Quality Control segments, and lagged behind Setup #1 for two other departments by a comparatively small margin. 

This scenario has the faults that a high number of packets are processed by two backbone Switches. As the network and the business grows, this could cause the network to become exceptionally bogged down. In other words, segmentation here is minimal. The previous assertion that Setup #2 should increase throughput via fewer stops for packets traveling through the backbone is not proven, given the Node block response time results.

Both scenarios make a strong argument for selection. But what does the business care about here? Looking at the makeup of the business and the expected future growth, it appears the focus of the business will continue to be in two departments: Shipping & Receiving and Customer Service. These departments will grow at faster rates than the others and the network must be able to handle the current and future loads put on it by these two departments. The added traffic that these departments will incur requires an extensible network with quick response times.

Setup #1 is the better scenario for meeting both of these requirements. Setup #1 is designed to shift traffic loads to different aspects of the backbone, and already has a good start on what is sure to be further network expansion. The backbone structure of Setup #2 is already heavily loaded and is more prone to greater slowdown associated with user growth. The comparatively quick response times Setup #1 provides should allow Shipping & Receiving clerks to quickly receive, fill and manage orders and Customer Service representatives to respond quickly to user inquiries. Therefore, Setup #1 is our selection.

The next step was to show the behavior of Setup #1 over time and determine whether or not our assumption of long-term moderate stability is correct. To that end, I modeled the scenario in a “one year later” state, with added traffic via additional transmitting Nodes, as specified by the expected growth laid out in the business case. The growth by department is depicted by the following table:

Department�# New Nodes�Total Nodes��Accounting�1�6��Administration�1�5��Quality Control�2�3��Customer Service�6�16��Shipping & Receiving�3�10��TOTAL:�13�40��

Results and Analysis : The One Year Later Case

It is a known fact that Ethernet performance degrades unpredictably as Nodes are added to the network, especially when many nodes are active6. With that in mind, it comes as no surprise that adding 48% more Node blocks to our Setup #1 model (from 27 to 40) for our “one year later” examination produces increased traffic and slower response times. However, these slowdowns are a little more drastic than one might expect. 

First, let’s take a look at Hub Segment performance. The percentage of packets resulting in collisions rose marginally for two of the three segments. The Accounting Hub Segment saw the greatest rise in collision percentage (1.63%, from 4.52% to 6.15%) while the Quality Control Hub Segment continued to have a collision rate of less than 1% despite tripling the number of it’s active Node blocks. Congestion did rise on all Hub Segments, as measured by average queue length and wait times. However, this increase was minimal, with average wait times increasing by less than 1 ms in all cases and average queue lengths increasing by no more than 1.40E-07.

In summary, we can see that while we added 40% more total active Node blocks to these three segments, performance remained quite adequate and we saw minimal degradation. This solidifies the choice of Hubs for these segments as both efficient for performance and economically sound. 

Server traffic rose along with the number of active Node blocks. The E-mail Server saw the greatest increase in average packet volume, rising 60% over the “initial case” model. This is expected, considering that the two segments with the greatest increase in the number of Nodes (Customer Service and Shipping) have E-mail packet frequencies of 30% and 10%, respectively. The Database Server also saw a large increase in the average number of packets (58%, from 28086 to 44324), due in large part to the 60% increase in the number of active Customer Service Node blocks. The Router/Proxy Server saw an added increase of 49.4% more average total packets.

Of course, along with increased traffic comes increased congestion. The Database Server saw it’s average wait time jump 11 ms (62.5% over the “initial case” model) and the E-mail Server saw an increase of 6.1 ms, or 66%. The Router/Proxy Server was not immune to this, experiencing a 54% increase in average wait time. Average queue lengths more than doubled for most Server blocks.

The results for the Switch blocks are somewhat surprising. The average wait times for all Switch blocks rose substantially, as these Switch blocks handled anywhere from 45% to 67% more average total packets. The Customer Service Switch saw the greatest increase in average packet volume (67%, from 74131 to 124101) and the average wait time for the segment also rose 67%, or 40 ms. The Shipping Switch Segment also saw a significant increase in average total packets (42%, from 34409 to 48869) and a similar increase in average wait time (20 ms, or 67%).

The backbone Switch blocks showed more of the same results. The RBE Switch handled 55% more packets in this model than in the “initial case” model but still managed to keep the average wait time under 1 ms, despite a 74% increase in that average. The Database Server Switch saw an increase of 40 ms (50%) in average wait time for it’s 100 Mbps packets while handling 55% more average total packets (from 57917 to 90785). The 10 Mbps packets saw a slightly better pattern for this Server block, with a 59% increase in average total packets and a 1 ms (25%) increase in average wait time. The Applications Server Switch had the least growth in average packet volume (33%) for 10 Mbps packets, but the average wait time doubled to 2 ms per packet. 100 Mbps packets saw no increase in average wait time for this Server block, while handling 45% more average total packets. The average queue lengths for all Switch blocks were also substantially greater in this model, most often two or more times greater than in the “initial case”.

	The Node block statistics are where we see more significant differences. Packet totals for the five sample Node blocks were virtually identical to their “initial case” twins, as expected. Surprisingly enough, both average queue length and average wait times were reduced in three of the five cases (Accounting, Customer Service and Shipping & Receiving). The Quality Control Node congestion averages remained the same, and increased only slightly in the Administration Node.

	Node response times were larger for the “one year later” case, as we might expect, but the level of degradation was varied. The Accounting Segment Node took a substantive jump, with the average response time increasing from 76.9 ms to 86.1 ms, or a 12% increase. This can partially be accounted for by the 1.63% increase in collisions for that Hub Segment, which causes some packets to be re-sent, thus slowing down response times. The degradation in Database Server block performance also has an effect here, considering that 20% of the packets emanating from this segment are bound for that Server block. 

	The other Hub Segments saw a mixed bag of results. The Quality Control Node tripled it’s active Node block count and saw a 8.9 ms increase in average response time (48.7 ms to 57.6 ms, or 18%). However, this was still the best response time of any of the sample Node blocks. The increase was likely due to the large increase in congestion at the E-mail and Router/Proxy Servers, which account for ½ of this segment’s packets. The Administration Node block saw only a 1.4 ms increase in average response time, likely a result of the one additional active Node block and the 45% of it’s packets which passed through the E-mail Server block.

	The Switch Segment blocks also saw response times drop. The Customer Service Node block had it’s average response times jump 24%, or 15 ms. This is expected, considering the heavy packet generation frequency of the segment, the addition of 60% more active Customer Service Node blocks and the congestion increase at the Customer Service Segment Switch. Recall that 50% of the packets this Segment generates go to the Database Server, which saw an 11 ms increase in average wait time. The Shipping Node block only saw it’s response times jump 11%, or 4.9 ms; this despite the 43% increase in active Node blocks. Despite the downturn in average Node packet response times, the graphs in Appendix B (titled “One Year Later Node Response Times”) indicate that the steady state conditions were maintained in the “one year later” model.

	So an example of the “unpredictable degradation” mentioned earlier is now available, and it failed to meet our high hopes of moderate stability. From our “one year later” analysis we can discern a few important points. One interesting point is that the increase of four active Node blocks to the Hub Segments (40% of the total) produced only a minimal increase in average collision counts and average Hub block congestion, yet produced anywhere from 2% to 18% degradation in average response times for our sample Hub Segment Node blocks. 

	It is not surprising to see that the large increase in Switch block average packet totals in this scenario resulted in large increases in average wait times at Switch blocks. Our most active departmental segments, Shipping & Receiving and Customer Service, both saw their departmental Switch block average wait times jump 67% from the “initial case” model. The higher Server and Switch block congestion totals indicate that further network segmentation is needed to better route packets to their destination. This degradation of the Server and Switch block performance averages was obviously a major factor in the increased average response times. Any possible enhancement to the performance of the network must address this fundamental problem.

	These results pointed out a number of real and potential bottlenecks for our network. What can be done to fix those problems? The following are a few suggestions for increasing the efficiency and optimality of our chosen design.



Suggestions and Conclusion

	Setup #1, our selected design, is by no means perfect. Our “initial case” simulations of both competing scenarios showed that the average packet response times of the Customer Service Node in both scenarios were identical. The “one year later” case saw average packet response times jump an astounding 24%. Given that this segment has the highest network traffic volume in the company, this is not what we had hoped to see. The main problem is the large number of Nodes transmitting at high rates on the same segment.  There are several solutions to this problem. 

The Customer Service Switch Segment sends 50% of it’s traffic to the Database Server. In a real-world situation, we would want to measure the utilization of this Server to see if it is operating at full capacity. If the Database Server is under-utilized, then perhaps we would add another NIC to the Server, thus creating an internal network within the Database Server. This, coupled with the addition of another Switch and it’s connection to the new NIC, could cause substantial improvements in performance7. Customer Service Node connections would be changed as appropriate. 

Another potential solution is to simply add another Switch to the segment, with one-half the Nodes attached to each Switch. This should reduce the bottlenecks seen in the “one year later” case and improve throughput. Unfortunately, Both this and the additional NIC card solution would involve a substantive monetary cost. However, this should be considered, not only for the Database Server but perhaps the other Servers as well.

As the network grows, it would probably be a good idea to have more than one Applications Server for the company. Perhaps the Hub Segments could use one and the Switch Segments could use another. This should reduce traffic across those two Switches, and provide better response times for all departmental segments. It is possible that the Database Server could be broken up across different servers, depending on the Database Management System (DBMS) used, the data requirements of each department and the requirements of the schema model. This may potentially have some benefits for quicker response times and more efficient packet routing.

The separation of the E-mail Server from the same switch as the Router/Proxy Server may also help improve this design. The E-mail and Router/Proxy Servers are the only servers accessed by all departments, and their coupling is a potential long-term bottleneck. Some indication of this is given by the “one year later” results, where the average packet totals at both Server blocks grew immensely (60% and 49.4%, respectively) and, as a result, average packet response times suffered. The higher frequency totals of the E-mail Server indicates that this coupling may be the source of less-than-optimal response times, so perhaps the separation of these servers onto different Switches (perhaps with multiple NIC cards) will ease the traffic congestion. 

With our results complete and analysis done, I put together a rough proposed purchase order for the Setup #1 network (Appendix C). It includes potential equipment and their real-world cost, coupled with a round figure for cable costs (not including installation) and the cost of installing an ISDN line for use as the ISP connection. The cost and equipment were selected based on industry reputation and cost considerations. This proposed purchase order comes in $18,609.08 under the $125,000 budget, leaving some room for software and installation costs, or perhaps for enhancements to the existing network structure.

In conclusion, I believe the previous document shows that I have accomplished the goal set forward in the introduction. The combination of initial research, network and computer model design, simulation and analysis has helped me gain a better understanding of computer networking principles, implementation, and the decision-making process behind implementation. It has also given me some insight into just how big an undertaking such a venture can be.

			END



�Appendix A

Raw Data for Delays

Switch Delays

Hub Delays

Node-Server Latency



Sources: The following Web sites provided the information which follows:

Hard Drive statistics:

http://www.seagate.com

http://www.westerndigital.com

http://www.maxtor.com



Switch and Hub statistics:



http://www.netgear.baynetworks.com

http://www.alliedtelesyn.com





�Appendix B

Results Data and Plots

Note: All times listed on the following pages are in seconds.

Setup #1 Initial Case Results

Setup #1 Node Results

Setup #2 Initial Case Results

Setup #2 Node Results

Graphs: Quality Control Node Response Times: Run #3

Graphs: Customer Service Node Response Times: Run #1

Setup #1 OYL Results

Setup #1 OYL Node Results

Graphs: One Year Later Node Response Times







�Appendix C

A suggested network equipment purchase plan for Acme, Inc.

Price Sources: 

1998 DataComm Warehouse Catalog, Volume 47P

Dell Direct Business Catalog, October 1998 edition

The following Web Sites:

http://www.gateway.com

http://product.warehouse.com

http://www.dell.com
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